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In a recent paper, John Hawthorne and Jason Stambtgose an analysis of how
knowledge and action relate to each othéccording to theirReason-Knowledge
Principle (RKP), it is appropriate to treat the propositthatp as a reason for acting iff
we know thaip, for p-dependent choicéswithin their account, in addition, knowledge
delivers probability 1. Hawthorne and Stanley alste that sometimes it is intuitively
rational to act on partial beliefs. What is appraier to treat as one’s reason for action,
in this case, is the epistemic probabilitypofonditional on the agent’s total knowledge
K. RKP then requires that one knows tRdp | K) =r (for somer).?

Here | am not concerned with the general formutattb RKP, but | shall focus
exclusively on the more restricted contention agdic@y to which agents should not
invoke probability claims as reasons unless thegwkrhat such claims are true. |

believe there are grounds to think that this isablematic demand.

" A previous version of this commentary was read abrkshop held by th&rupo de Accién Filoséfica
(GAF) at theUniversidad de Buenos Aires April 2008. | am indebted to Jason Stanley Vatuable
feedback. | also want to thank the members of GéFliscussion and comments.

! Hawthorne and Stanley, “Knowledge and Action,5stAOURNAL, CV, 10 (October 2008): 571-90.

2 A choice between options...x, is said to bep-dependent iff the most preferablexaf..x, conditional
on the proposition that is not the same as the most preferable; ofx, conditional on the proposition
that notp.

% This is my notation, not theirs.
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| would like to begin by reflecting on the role pérsonal probabilities at the time of
justifying action. The authors make it clear tha{ARis meant to refer tobjective
probability functions. Still, they do not say exqilly whether, in their view, subjective
measures can evect as motivating reasons in their own right. Al aate, the
linguistic evidence does not seem to exclude tbissibility in any obvious way, as |
hope to show below. In particular, note that thet that a given probability claim is
best interpreted as being epistemic does not ntaamot subjective, where subjective
measures may very well incorporate estimates afphyssical) chances. Unfortunately,
if probability judgments are — at least at timesaken to encode personal measures,
then RKP falls short of what we need.

Indeed, Hawthorne and Stanley concede that RKP doesnesh well with
personal probabilities (584). But the actual exataom as to why this is so is not
addressed by their paper. The crucial point is plaiting knowledge — or even belief —
adds an unnecessary complication, and ultimatedtods the nature of the underlying
phenomenon. In this respect, there seems to bentmesting analogy between
credences and desires, preferences, possibilitgmedts, or aesthetic judgments.
Suppose that, as far 8ss concerned,

x is desirable;

it is correct to dy;

it would be nice ip obtained,
p is preferable tq;

p is possible;

p is highly probable.
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In each case we can identify a primary attitude tdwasists in desiring particular
object, or preferringhe occurrence of a particular state of affairscamceivingof the
occurrence of a particular state of affairs as nwréess probableAll such attitudes
play a vital role in the economy of an agent’s &isc life, at the time of engaging in
both theoretical and practical reasoning. Suppose thatS believes (knows) that she
iIs committed to a particular set of personal prdiigjudgments (desires, judgments of
taste, etc.). At least in typical scenarios, theresponding second-order belief
(knowledge) will not do any real work s acting or reasoning in a certain way, over
and above what is already achieved by the firsewoldvel? Consider, by way of
illustration: “Why have you moved your arm?” “Besaul wanted to reach the bottle
and drink some water” (rather than: because | betieknew that | wanted to reach the
bottle and drink some water); “Why have you boutjatt paint?” “Because | like it”
(rather than: because | believe/ know that | lfig“Why are you carrying an umbrella
with you?” “Because it seems likely [to me] thatwill rain” (rather than: because |
believe/ know that it seems likely that it will i Thus, if we are to trust our ordinary
use of the language, the reason | moved my armawasnary desire, so to speak, and
not a second-order belief, or a piece of secondrokaowledge, about my having a
particular desir@. Likewise, the reason | am carrying an umbrellaaisprimary
probabilistic commitmentand not a belief, or a piece of knowledge, aboparicular
probabilistic claim.

Notice, moreover, that first-order knowledge claibehave very much unlike

putative second-order propositional attitudes onsq®al probability judgments. “I

“ By the expression ‘second-order belief' | mearetier to a belief about a first-order attitude titself
may, but need not, be itself a beliefutatis mutandifor ‘second-order knowledge’.

® Of course, this is not to deny that a complet@antof my reasons for acting may well incorporite,
addition, an array dirst-order (full) beliefs, as well as further desir€ehanks to Alejandro Cassini for
pressing this point).
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invested in the market because the profit was gtoanige high” and “I invested in the
market because | knew the profit was going to lgfh'hare often interchangeable; “I
invested in the market because it seemed veryylikeme that the profit was going to
be high” and “I invested in the market becausedvkit seemed very likely to me that
the profit was going to be high” are not — the laskertion is just awkward. Its
awkwardness tells us something important about lpawial beliefs enter into the
business of giving and asking for reasbr@nce we admit personal probabilities into
the picture (and it is not clear what would prevesfrom doing so) motivating reasons
might turn out to be other than the content of gtryustified) beliefs: primary
probabilistic commitments can also do the trickught seems perfectly right to treat a
particular probabilistic commitmer@ as a reason for acting, without thereby requiring
knowledge ofC — or belief therein, for that matter.

It might be objected here that havi@gequires our knowing that we have it, out
of rationality considerations. But this point igelevant for the present discussion:
regardless of the intrinsic value of second-ordttudes, the examples presented above
show that our reasons for acting typically can benfl in primarycommitments —
epistemic and otherwise. To put it differentlyaif agent ha€ but does not know she
has it (say, because of transparency failure)jshieady at fault; her further treatifg
as a reason does not add any extra offence. In, shprobabilistic talk is interpreted
along subjectivist lines, RKP can be violated withantuitively making the agent

accountable as far as her treatment of reasomszemed.

® Of course, we could always conceive of particatanarios in which focusing on second-order atisud
becomes acceptable (“Are you sure you don’t wantryothe cake?” “Yes — know | don't like
chocolate”). But this is beside the point — thet femmains that mentioning second-order attitudes on
probabilistic commitments, desires or preferensassually idle, and it very often leads to infeles.

" Incidentally, to say that RKPanbe violated without making the agent accountablecit equivalent to

saying that our failure to know that we hawehould never prevent our treatiGgas a legitimate reason.
We might still contend, for instance, that treatd@s a reason should imply, at the very least, ithat

4
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Let me turn now to Hawthorne and Stanley’s pretkimgerpretation of probabilities. A
theory of objective functions of the sort requiteg the authors would need to tell us
how to obtain objective confirmation measures betweandK, for any possiblg and

K. But we are not given any hints as to how sucbrdienation theory could go; more
importantly, we are not given any reassurance ghel a theory is possible in the first
place. In the absence of any details, we seem tefbavith how muchS takesK to
confirm p — but this, of course, takes us back to the redlpesonal measures.

In any case, the authors’ idea is that, ultimatelyfocusing on the evidence we
can circumvent mentioning probabilities altogethasting on knowledge of epistemic
probabilities would be tantamount to acting on thepositions on which we
conditionalize in order to define the particulaistgmic measures we have (584-585).
To know thatP (p | K) =r is just to haveK. If this were true, we would indeed get rid of
the problem of providing a suitable interpretatimn probability-talk in the natural
language, at least vis-a-vis an analysis of tHebigtween knowledge and reasons.

But this move will not do. Consider an agent wheesis,

*) “The reason | treated patiet with drugd on this occasion was that,

as far as | know, drud cured some people in the past, killed others.
Moreover, several other untreated patients witmmpms similar to

those ofA died a horrible death.”

true that we haveC (say, if we understand ‘reasons’ in the same dibjpavay Hawthorne and Stanley
do). In any event, notice that the situation heredt analogous to the one the authors have in mieh
they present their principle in terms of full bédieUnlike the case in which an agent falsely heltea
given propositiorp about the external world, the agent who misidesgiher probabilistic commitments
can be charged with irrationality, rather than wathmere factual mistake. Hence, once again, tleere i
room to argue that treatir@as a reason does not add further irrationality.
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Is this an admissible way for the agent to jushiér action? Hardly so; we just cannot
see where the motivation for her behavior lies. Hwekwardness of the agent’s
discourse reveals precisely that we cannot assurobalilities to be implicitly
operating here; it also shows that there is ndgsttmrward route that could take an
agent fromK to knowing a relevant set of probability claimsabples like (*) can be
easily multiplied; except perhaps for extremely @encases, the richer probabilistic
structure that typically superimposes ldrcan be crucial at the time of deciding what
counts as an appropriate motivating reason.

Perhaps the idea is that we should just assumexiktence of a prior objective
probability distribution that provides the input talculate the relevant conditional
measure& Even though the authors never go down this papligitty, we could seek to
interpret their position as loosely based on thisught. However, according to this
interpretation Hawthorne and Stanley should say Bh@ | K) =r can be treated as a
legitimate reason for action only if the agent kaswledge of the objective priors on
the basis of which suitable confirmation measunmes abtained. But, as example (*)
shows, in typical cases we cannot assume refereéa@ypothetical prior distribution
to be implicit in standard discourse. Hence, atvbey least, for the explanation of an
action to make sense the agent would need to nmetit@orelevant priors. Moreover, the
lack of linguistic evidence can be taken to favkeicism on the very existence of
objective priors of the type required; postulatsuggh measures might still turn out to be
productive on theoretical grounds, but we are teéirwith the urgent task of discussing

the details of such a theory and its relation withisons as normally given by speakers —

8 For instance, Timothy Williamson has proposed bjedaive sort of Bayesianism, according to which
we can identify a prior probability distributionahmeasures the intrinsic plausibility of hypothepeor
to investigation. See hiksnowledge and its Limit&New York: Oxford, 2000), p. 211.
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preciselybecause Hawthorne and Stanley place reasons atetiter stage of their

project.

To sum up, Hawthorne and Stanley make room foirthetion that probability claims
can sometimes act as motivating reasons; in tlis BKP demands that we know the
corresponding probabilities, which are further ¢ored as epistemic, in an objective
way. But we have no indications as to whether sagjhctive measures can be defined
and are actually known. The authors try to circuntvthis problem by focusing on our
knowledge of non-probabilistic facts. However, justntioningK is not enough — we
still need explicit references to the appropriatasures, on pain of making a discourse
about reasons unintelligible. So the problem remaitoreover, it is not obvious that
the linguistic evidence excludes a different, msubjective, interpretation of ordinary
probabilistic discourse, in which case resortingktmwledge/belief-talk disregards
crucial phenomenological aspects of the situatasseen from the agent’s point of
view. In short, regardless of the merits of RKPftdl beliefs, the attempt to squeeze all
probability references (at the time of giving reasgointo RKP does not seem to be
successful. The present reflections point to tioe tfeat RKP cannot be the whole story

on the link between knowledge and reasons for gctin



